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ABSTRACT 

During the last decade, ground-based micrograviv facilities have been utilized in order to 

obtain predictions for spacecraft system designers and further the fundamental understanding 

of two-phase flow. Although flow regime, pressure drop and heat transfer coefficient data 

has been obtained for straight tubes and a limited number of fittings, measurements of the 

void fiaction, film thickness, wall shear stress, local velocity and void information are also 

required in order to develop general mechanistic models that can be utilized to ascertain the 

effects of fluid properties, tube geometry and acceleration levels. A review of this research 

is presented and includes both empirical data and mechanistic models of the flow behavior. 

I(EYW0RDS: 

Two-phase Row, Microgravity, Flow Regimes, Heat Transfer Coefficients, Pressure Drop. 

INTRODUCTION: 

Gas-liquid, vapor-liquid flows exist in a wide variety of applications in both the normal 

gravity and reduced-gravity environments. As is usually the case, there are many benefits 

and drawbacks to the use of two-phase systems, and consequently serious considerations are 

needed before deciding on whether or not to proceed with the design, construction and use 

of these systems, particularly in a reduced-gravity environment. In some circumstances 
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though, there is no luxury of a choice between single- or two-phase system, the 

circumstances will dictate that some form of a two-phase system must be accommodated. 

In normal gravity, or terrestrial, applications, gas-liquid flows have been traditionally 

studied by the petroleum and nuclear industries. The petroleum industry has focused most of 

their efforts on flow through long pipelines with the intent of transferring a mixture of crude 

oil and natural gas from the well and then per€oming the separation of the components 

and/or products at the refinery. The nuclear industry has been concerned with system 

stability and safety with the primary intent of preventing dryout of the nuclear reactor 

through either a heat transfedfluid flow instability or loss of coolant accident as the heat 

energy is transferred from the reactor to the turbines driving the electric generators. The 

chemical industries have utilized gas-liquid contacters to increase interfacial mass and heat 

transfer in absorption, stripping and distillation processes that involve two-phase flows 

through complex geometries. 

In a reduced-gravity environment, the terminology becomes much more grandiose, as can be 

seen in Swanson et aL(1989)’, although the principles remain the same,. Power generation 

involves the transfer of heat from the source to an electrical generator. For the most part, 

several systems in Earth orbit rely on photovoltaic systems; however, there have been 

studies that indicate that €or a power system requiring more than 25 kW, a solar dynamic 

Rankine cycle is much more efficient in terns of the launch m a s  of the system and the 

propellant required to overcome any drag encountered on the devices used to collect the 
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solar energy. Two-phase systems also offer the capability of isothermally temperature 

control. 

Thermal management systems are quite often coupled, figuratively and literally, with power 

management systems, although, power management systems deal with the transfer of heat 

energy to perform useful work whereas thermal management systems transfer waste heat 

from a source to a sink, typically dxccgh a ritdi&or panel. The sources for waste heat 

include thermodynamic heat rejection for power generation cycles, resistance heat from 

electronic equipment and power management and distribution systems, and exothermic 

biological activity. 

For both power and thermal management systems, alternatives to two-phase systems exist. 

For example, during the development of the space station power systems, photovoltaics and 

a single-phase gas Brayton cycle were evaluated, and received higher preference than the 

Rankine two-phase system. Single-phase systems are also used for the thermal management 

system. Such decisions are often based on risk mitigation associated with the more 

predictable behavior of single-phase systems in reduced-gravity. 

Fluid management is the transfer of fluids from one tank to another and also involves 

acquiring the fluid from the tank to the transfer line and metering the amount of fluid 

transferred. Cryogenic liquids are typically required for use as propellants and to cool certain 

types of equipment and sensors; however, transferring the liquid generates vapor as the 
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liquid contacts the warm surfaces, such as the transfer lines and receiving tanks. Depending 

on the characteristics of the supply tank, that is if it is not a variable volume container such 

as a bladder or bellows type accumulator, the transfer of “storable” liquids, such as water, 

can result in a two-phase flow as the pressurizing gas enters the transfer line with the liquid. 

Environmental Control and Life Support Systems (ECLSS) are responsible for maintaining 

temperature and humidity levels in manned spacecraft within comfortable levels given that 

biological activity is exothermic and increases the water vapor content within the 

atmosphere. 

As with the designers of terrestrial systems, designers of space-based gas-liquid systems 

attempt to address two key issues: Will the system work and how reliable is the system? As 

such, they focus on predictions for the pressure drop in order to size pumps, the heat 

transfer coefficient for the design of heat exchangers, and the system stability as a means of 

accident prevention. However, as will be discussed, in order to make predictions based on 

one type of fluid system and tube geometry, additional measurements are required in order 

to develop fundamental models. 

BENEmTS OF UTILIZATION OF GROUND-BASED FACILITIES 

In order to design space-based systems, engineers require an understanding of the effect of 

gravity (or in this case, the lack thereof) on the behavior of the two-phases as they flow 
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through the system. The timely gathering of long-term microgravity data is primarily 

inhibited by the relative lack of opportunities to conduct space-based experimentation. The 

development of space-based experiments usually are expensive, have long lead-times from 

concept until the actual space-flight. 

Fortunately, alternative methods of gathering low gravity data are available and have been 

utilized though the years. Aircraft, and, to a lesser extent drop towers, have been used to 

gather gas-liquid data. These facilities enable a significantly less time to design, build and 

test experiments than space experiments. In addition, the experimental hardware tends to be 

easier to modify and changes in the test matrix can be quickly accommodated. 

Aircraft-based facilities provide longer, but poorer quality, periods of reduced-gravity than 

drop towers. However, this is not only reason that the aircraft facilities are preferentially 

used. Because of the flow development for the two-phase flow pattern, the ability to have 

long straight lengths of tubing is necessary. Typically, the flow pattern is considered to be 

fully-developed at a location of at least 100 length to diameter’s (VO) from its point of 

origin. Consequently, the longer the length of straight tubing, the larger the tube diameter at 

fully-developed flow conditions that can be tested. Drop tower packages are typically limited 

from 1 to 1.5 m in any dimension. The size of the drop tower package also restricts the 

amount of fluids that can be carried aboard the package. 
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Besides better quality periods of low gravity, however, drop towers do offer one other 

advantage over aircraft. That is the ability to establish a flow condition in normal gravity and 

then step-change into a period of microgravity to assess any residual effects from momentum 

and natural convection on the flow. Aircraft typically experience a period of high gravity 

(about 2 g's) and transition into low gravity over a period of 2 to 4 seconds. 

DESCRIPTION OF GAS-LIQUID FXOWS IN NOIUdAL 

GRAVITY 

Many studies have documented the effect of gravity on the flow behavior which can be 

easily seen in Figures 1 and 2. 

Figures 1 & 2: 

There are four basic flow regimes that have been identified for vertical flow in a normal 

gravity environment: Bubbly, slug, churn and annular. 

Bubbly flow consists of small gas bubbles suspended within a continuous liquid phase. 

Slug flow consists of long ~yli~dri~al-~haped bubbles with a spherical nose (usually 

referred to as a Taylor bubble) surrounded peripherally by a thin liquid fiIra and 
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separated by liquid slugs. The liquid slugs and thin liquid film may or may not contain 

smaller gas bubbles. 

Churn flow is a more frothy and disordered form of slug flow except that the Taylor 

bubble is much more narrow and its shape is distorted. The continuity of the liquid phase 

within the slug between successive Taylor bubbles is repeatedly penetrated by a high 

kxal gas phase C G ~ C ~ S I ~ I - Z ~ ~ ~ O ~ .  As the slug is penetrated, it falls, gathers additional liquid 

from the liquid film around the Taylor bubble, and re-bridges the diameter of the test 

section. After the slug has reformed across the diameter, it climbs until it is penetrated 

again. This falling and rising of the slug is the "churning." The existence of a "chum" 

flow regime is subject to much debate over its existence as to whether it is really a 

distinct flow regime or is just a transitional flow condition for slug flow. 

* The annular flow regime consists of a thin liquid frlm on the wall that surrounds a gas 

core. Waves of liquid are transported across the thin liquid film and generate liquid 

droplets which are suspended within the gas core and then eventually deposited back 

into the liquid f i i  

In horizontal flow, a stratified flow regime exists at relatively low flowrates whereby the 

two-phases are separated based upon their density difference. Slightly higher gas flowrates 

will start the formation of waves on the otherwise tranquil liquid surface. In this orientation, 

bubble, slug (called plug) and annular flow also exist; however, the flow pattern is non- 
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axisymetric with very thin liquid f h s  along the top of the tube and much thicker Wms 

along the bottom. 

Gravity induces density-driven shear forces that affects the behavior of the flow and the 

phenomena being observed. For bubbly flow, shear forces based on the density difference 

between the phases opposes bubble coalescence. For slug and annular flow, the liquid film in 

nonnal gravity vertical upflow will reverse its direction, rising with passage of a liquid slug 

or roll wave and then slowing, stopping and falling between slugs or waves. The liquid near 

the wall is carried up from the shear imparted by the slug or roll wave; however, the gas 

phase shear is insufficient to support, let alone carry the liquid adjacent to the wall. 

As such, it has been determined that the influence of gravity on gas-liquid flows is 

demonstrated by simply changing the orientation of the flow direction with respect to 

gravity. Changes in the flow regime, as well as the liquid frlm thickness and void fraction, 

have been documented by changing the angle between the gravity vector and the flow 

direction for as little as 0.25d. There are also changes in the pressure drop which is 

attributable to changes in the hydrostatic head as the angle between the gravity vector and 

the flow direction are changed. 

BRIEF HISTORICAL ACCOUNT OF PRIOR LOW GRAVITY 

RESEARCH: 
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In order to facilitate the development of “advanced” concepts for space power systems, 

several studies were undertaken to ascertain the effect of microgravity on the behavior in the 

1960’s. Evans (1963)3, who was concerned with the design of heat exchangers, examined 

the effect of spiral inserts on bubble and slug flow in 12.7 mm inner diameter tube for both 

reduced and normal gravity. Evans determined that the liquid phase would be adjacent to the 

wall which is of practical concern to those designing heat exchangers. Albas and Macosco 

( 1965)4 measured the pressure drop for a condensing mercury vapor flow in reduced- 

gravity, thus providing the fast quantitative data and found negligible difference for the 

pressure drop between normal gravity and reduced-gravity . 

Heppner, King and Littles (1975)’ and (1978)6 conducted extensive testing aboard the KC- 

135 in a 25.4 mm inner diameter tube using air and water as part of reduced-gravity 

technology development. They obtained slug and annular flow, but flowrate limitations 

prevented them from obtaining bubble flow. They used high speed photography to recorded 

the flow regime and also measured the pressure drop. Unfortunately, since the test section 

only had a length to diameter ratio of 20, and most of their data was classifiid as “entrance 

effects.” They attributed the flow pattern to the mixer design, but did not test alternative 

mixer configurations. 

Several studies on two-phase flow, with or without phase change, have been carried out 

over the past ten years in order to understand the role of the gravity on the flow behavior, 
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focusing primarily on the description of the flow patterns and the prediction of the 

transitions between flow patterns. Some results on pressme drop, heat transfer coefficients 

and mean void fraction have been published, and, more recently, local measurements have 

been performed and examinations of conduit geometry have been undertaken, 

REDUCED-GRAVITY FLOW REGIMES AND TRANSITIONS: 

The classification of two-phase flow by various patterns, although subjective, is easy to 

accomplish since it only requires a careful observation of pictures taken with high-speed film 

or video camera. Different studies have been performed with various fluids, in tubes of 

different diameters, 0, and different lengths, L, during reduced-gravity periods of about 20 s 

during aircraft parabolic trajectories, or 2.2 s in the NASA Lewis Research Center’s Drop 

Tower. The fluids used were either air and water, or boiling Refrigerant 12 or 114. Different 

flow pattern have been identified at different superficial velocities of liquid, j ~ , ,  and gas, jG.  

Three flow Patterns, Figure 3, have been observed in microgravity conditions. Two of them, 

bubbly and annular flows are called simple flow patterns because they are spatially 

homogeneous. The third pattern, called slug flow, is an htexmediate flow pattern resulting 

from a transition of bubbly flow or annular flow and is spatially non-homogeneous. A 

fundamental question is what mechanisms are responsible for the transition between the 

spatially homogeneous flow patterns and the non-homogeneous pattern. 
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Figure 3 

At low void fraction, bubbly flow occurs. At high superficial liquid velocity and low 

superficial gas velocity, small bubbles, a few millimeters in diameter, appear and are nearly 

spherical. Their motion is rectilinear with nearly the same velocity. The fluctuating motion is 

weak, contrary to what is observed in normal gravity up-flow where bubbles of ellipsoidal 

shape rise with a fluctuating motion. The size of the bubbles is mainly controlled by 

coalescence as suggested by the evolution of the size distribution between the inlet and the 

outlet of the pipe, Colin et al. (1991) ’. As the void fraction increases, larger bubbles are 

created that move along the tube axis. When their size is comparable to the tube diameter, 

they take an oblate shape which is limited by the tube size. Following the classification 

proposed by Dukler et aZ.(1988)’, the transition from bubbly to slug flow is defied when 

some bubbles with diameter larger than 1D or 2D appear. However, this transition is 

somewhat arbitrary since the larger bubbles grow with an increase in void fraction. There is 

no physical evidence of a pattern “bifurcation” (Colin et aL, 199 1). 

These large bubbles are the precursors of cylindrical bubbles that appear in slug flow at 

higher void fractions. These long bubbles which have a smooth interface and a spherical 

shaped nose, are separated by liquid slugs. These slugs contain smaller spherical bubbles 

moving nearly at the same velocity than the cylindrical bubbles. In contrast to normal gravity 

up-flow, these bubbles are not created by gas entrainment at the rear of the cylindrical 
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bubbles, but are simply the residue of the initial bubbly flow which is injected at the inlet and 

coalesced into larger bubbles as they proceeded downstream. 

As additional gas is introduced, the liquid slugs decrease in length, and when the slugs 

become short enough, they collapse. At this point, the liquid slugs have massive gas bubble 

entrainment, are occasionally penepated by the gas phase, and this condition is known as 

frothy slug-annular flow (Zhao tad Rezkallah, 1993'). This flow pattern is a transitional 

regime between slug flow and annular flow since it contains elements of both flow regimes 

Annular flow consists of liquid flowing in the form of a thin f h  on the wall and gas flowing 

in the center and occurs at the highest superficial velocities of the gas. Liquid droplets are 

entrained in the gas core and are sheared off from waves traversing along the liquid film. 

Reinarts (1993) and Bousman (1995) obtained data for flow behavior not only at 

acceleration levels less than f O.Olg's, but also at lunar gravity, 0.17 g's and Martian gravity, 

0.33 g's. 

Transition Between Bubble and Slug Flow 

Several authors have tried to predict the transition between bubble and slug flows using the 

arbitrary criterion that the transition will occur as the bubble diameter reaches a size equal to 

the tube diameter, but the most accepted approach was used by Dukler et al. (1988) and 
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Colin et al. (1991). The basis for the transition from bubbly to slug flow is the coalescence 

between bubbles and the rate of coalescence is dependent on the number of coWions which 

is a function of the bubble packing. Bukler et al. (1988) showed that the void fraction of 

mono-dispersed bubbles at maximum packing cannot exceed 0.53. They found that the 

transition occurs at a critical void fraction &of about 0.45. Colin et al. (1991) used a drift- 

flux relationship to determine the gas velocity, &, with respect to the mktute: 

wherejG is the superficial gas velocity andjL is the superficial liquid velocity. An 

experimental value of 1.2 was found for CO in bubbly and slug flow. With the use of 

Equation 1, the transition may be expressed as: 

For air and water flow experiments in tube with inside diameter smaller than 20 mm (Colin 

and Fabre, 19951° ; Dukler et d., 1988; Huckerby and Rezkallah, 199211; Bousman and 

Dukler, 199312), the transition occurs for a critical value of the void fraction GG, equal to 

0.45. In contrast, for &-water flow in 40 rnm (Colin et al., 1991) and in 25.4 mm 

(Bousman, 199513) diameter tubes, and for R12 flows in 10.5 mm tubes (Reinarts, 1993), 

the transition takes place for a critical void fraction smaller than 0.2. 

Colin et al. (1996) l4 assembled these data in and found that the transitional void fraction is a 

function of the pipe diameter D, the liquid viscosity VL, the liquid density p~ and the surface 

tension cx 
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Equation 3 suggests a transition between the inhibiting-coalese regime and the 

promoting-coalescence regime and that this transition is based upon the Suratman Number, 

NO = Su, which is a function of the Reynolds Number, Re, and the Weber Number, We. The 

existence of such a transition criteria demonstrates that bubble coalescence plays a major 

role in microgravity. Although this correlation seems able to predict the transition from 

bubbly to slug flow, it does not provide any insight to the coalescence mechanism 

controlling this transition and does not account for the bubble size at the injection and the 

tube length. 

Transition Between Slug and Annular Flow 

Different authors have studied the transition from slug flow to annular flow including Dukler 

e t d .  (1988), Hill and Best (1991)15, Huckerby and Rezkallah (1992), Bowman and 

McQuillen (1994)16. Based upon experimental results, there have been different approaches 

for the prediction of this transition. 

For the transition from slug flow to annular flow, Dukler et al. (1988) assume that the void 

fraction, a, must be a continuous function of the flow rates, even at the transition since 

annular flow results from a continuous reduction of the liquid slug length. The transitional 

void fraction calculated from the models for both slug flow and annular flow must be equal. 
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The result found by equating the values of the void fraction calculated for slug flow, 

Equation (2), and the momentum balance for annulat flow is 

where v, and v, are the kinematic viscosities of the gas and the liquid respectively, p~ and 

p~ are the densities of the gas and liquid respectiviely, fi is the interfacial friction factor and 

fG is the friction factor of the gas phase assuming that the liquid interface behaves like a 

smooth wall for the gas phase. Bousman and Dulcler (1994), using Equations 3 and 2 and 

experimental values of fi, found that the transition between slug flow and annular flow 

occurs at a critical void fraction of 0.755. The value of the critical void fraction is very 

sensitive to the modelling of fi and care must be exercised when using models for fi that 

were developed for normal gravity flow. 

In a second approach, Reinarts (1993) suggests that the transition from slug flow to annular 

flow, is characterized by a Weber number of the gas phase. He assumed that for high enough 

velocity, the gas inertia is sufficient to break the bubble nose which is maintained by surface 

tension, a. If rp is the radius of the bubble nose, a crude force balance yields: 

--- PGUZ. 20 -- 
2 ‘P 

(5) 
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By setting rp equal to the radius of the air core in annular flow, rp = D&/ 2, equation (5) 

becomes: 

Quation 6 together with Equation 4 relates the superficial velocities of the liquid and gas 

phases in order to determine the transition between slug and annular flow patterns. If the 

bubble nose is destabilized, it should result from the liquid motion which has the more 

effective inertia. As a result, the comparison with experimental results of other authors does 

not give credit to the theory (Colin and Fabre, 1995). 

In a similar approach, based an the same physical considerations, Zhao and Rezkallah (1993) 

assumed that the transition between slug and annular occurs at a critical value of a Weber 

number: 

They observed the transition from slug to frothy slug-annular flow when WeGel  and the 

transition between frothy slug-annular and annular flows when Wf?G+o. As a consequence 

the transitions should occur at a critical value of the supe'rficial gas velocity, whatever the 

liquid velocity. This is not supported by the experiments of Bousman and McQuiUen (1994) 

and Colin and FabR (1995), which clearly show that at low superficial liquid velocities, the 
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transition from slug to frothy slug-annular flows and from fkothy slug-annular to annular 

flows occur at a smaller gas velocity. 

Jayawardena et al. " recently empirically applied a Suratman Number criteria to predict the 

transition between annular and slug flow: 

su =- OD <Ix106 +-=4#16Su -% , 
(8) P L d  Re, 

PLCZ 

-9 2 > 1 x106 -+ Re,, = 2x10 Su si4 =- @ 

The primary advantage of this technique is the data from an entire experiment set, tube 

diameter and fluid, will collapse into a single horizonal line (Su) when plotted with an 

independent variable of either Re, or Re,@e,. However, this technique also sheds no light 

as to the transition mechanism. 

Conclusions: 

The transition from bubbly to slug flow appears to result from a progressive increase of the 

bubble size along pipe. There is no physical evidence of a pattern "bifurcation" as is the 

case in normal gravity up-flow. Until now, no mechanistic models were able to predict the 

bubble to slug transitions; however, one correlation based on the tube diameter and the fluid 

properties can be used to predict the bubble to slug transition will occur at a critical void 

fraction of 0.2 or 0.45. However, this is still only a correlation and it must be validated by 

other experiments. The coalescence between bubbles has been clearly identified as the 
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mechanism responsible for the transition, but the physics still are not understood. The 

influence of entrance conditions and of the pipe length on the flow development still need to 

be ascertained. 

For the prediction of the transition from annular to slug flow, two mechanistic models, 

Dukler et al. (1988) and Reinarts (1993), and two correlations, Zhao and Rezkallah (1993) 

and Jayawardena et al. (1997), exist. The models require the use of the interfacial friction 

factor that is calculated based on data from normal gravity experiments. The critical void 

fraction at the transition predicted by the models is very sensitive to the value of the 

interfacial friction factor. It should be noted that there is no agreement between these the 

models and correlations. The physics are poorly understood. The transition between slug 

and annular flow is probably due to an liquid film instability, but this basic mechanism is not 

accounted for in the models. 

PRESSURE DROP AND WALL FRICTION 

In microgravity, the friction at the wall is directly related to the pressure drop, dP/&. 

Indeed, the mean wall shear stress, T,, may be expressed as follows: 
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Measuring the pressure drop is one method to determine the wall shear stress in bubbly and 

slug flow. This holds for normal gravity horizontal flow as well. Few results have been 

published for bubbly or slug flow. It was pointed out by Chen et al. (1991)" that in 

microgravity, the frictional pressure drops are generally greater than for normal gravity 

horizontal flow. 

What controls the wall friction in bubbly flow? A c w n t  method to address this question 

uses an analysis of the friction factor, which is defined as follows: 

2zw f, = 2 
PU 

Colin et al. (1996) showed that the correct scales for U and p are the liquid velocity and 

density. As the void is mainly concentrated along the tube axis, the momentum transfer at 

the wall is primarily governed by the liquid motion. This conclusion is supported by Figure 4 

which proves that at the fust approximation, the single-phase turbulent flow Blasius 

relationship works well for liquid Reynolds numbers between 20,000 and 80,000. The 

experimental data does not agree well for liquid Reynolds numbers less than 20,000. This 

proves that the presence of the second phase has some small influence upon the wall friction. 

Gas bubbles homogenize the liquid velocity in the radial direction. As the Reynolds number 

decreases, the thickness of the viscous layer increases, but the presence of large bubbles may 

affect this layer near the tube wall. This is due to an additional turbulence production 

induced by the distortion of the liquid flow vorticity by the bubble motion. This extra 
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turbulence was demonstrated for bubbly flow at microgravity conditions by Ramp et al. 

(1993). 

Figure 4 

Another interesting result which appears in Figure. 4 concerns the transition between the 

laminar and turbulent regimes. For single-phase flow experiments that were carried out in 6 

and 10 mm diameter tubes, the Reynolds numbers was between 1,000 and 40,000. In the 6 

mm diameter tube, when the single-phase flow is laminar, the wall friction factor follows the 

theoretical Poiseuille relationship. The transition from laminar to turbulent flow is observed 

at ReL >> 8,000 for single-phase flow in the 10 rnm diameter tube, with the jump at ReL= 

2100 typically being the signature of this transition. Clearly, two-phase bubbly flow does not 

display the same behavior at least for ReL > 4,000. 

There are some interesting and yet unresolved questions related to this: How does the wall 

friction behave at smaller Reynolds numbers? Does a laminar to turbulent flow transition 

exist and does the wall friction decrease? 

Experimental results for slug flow are plotted in Figure 5. In comparison to bubbly flow, the 

same trends are observed, although the experimental data are much more scattered. The 

fundamental difference between bubbly and slug flow is the intermittence. 
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Figure 5 

In a reference that moves with the long cylindilcal bubbles, the flow appears almost frozen in 

microgravity. Indeed, each long bubble is separated by liquid slugs that contain small bubbles 

moving at about the same velocity as the long bubbles. By using the unit cell concept 

proposed by Wallis (1969)19, the wall shear stress may be expressed in terns of the wall 

shear stress in the slug and of the wall shear stress in the long bubbles @ukler and Fabre24: 

7 w =  J ~ W B  + ( I - B I ~ W S  

where the subscripts B and S stand for the long bubble and slug regions respectively and p is 

the occurrence rate of the long bubbles as shown in Figure 6. In order for the wall shear 

stress to be written in this form, the flow must be fully-developed in both the long bubble 

and the slug regions. In the absence of gravity, there is no driving force to move the liquid 

film surrounding the long cylindrical bubbles. This is confirmed from the video sequences, 

because the liquid velocity can be estimated from the motion of tiny bubbIes in the liquid 

f h .  Thus, the shear stress of the long bubbles is probably weak in comparison to that of the 

liquid slugs. Consequently, Equation 11 becomes 

(1 1) 

zw= (1-P)%s (12) 

Figure 6 
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Using these assumptions, the shear stress for slug flow should be lower than that for bubbly 

flow. This is not supported by experimental results (Colin and Fabre 1995) which showed 

just the opposite. To arrive at this paradox, two assumptions were made: The flow in each 

region is fully-developed, and the friction in the liquid film is weak enough to be 

disregarded. It is likely that the second assumption is correct However, since the slugs are 

short, the velocity profile can hardly be considered to be fully-developed in the moving 

reference. Thus, the first assumption needs to be reconsidered in order to predict ?he correct 

wall friction in slug flow. 

Most of the results for pressure drop reported in the literature is for two-phase flow at high 

void fraction, i.e. in the annular or slug flow regimes. Zhao and Rezkallah (1993)21 

performed a curve fit on their annular flow data for an air-water system in a 9.5 mm 

diameter tube and found the two-phase multiplier, &L, to take the following expression: 

where x is the quality and the subscripts, TP and L refer to the two-phase and single-phase 

liquid pressure drop respectively. 

Abdollahian et al. ( 1996)22 found that the homogenous and Friedel models predicted 

satisfactorily the experimental data obtained in a 9.5 mm diameter tube with liquid and vapor 

R-114, while the results from using the Chisholm and Lockhart-Martinel& models were not 

as good. Unfortunately, no direct assessment of the flow regime by visualization was 
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possible and the assessment of the flow regime was based on the heater power and mass 

flow rate. 

Zhao and Rezkallah, (1995)= compared data from all three flow regimes using the 

homogenous, Lockhart-Martinelli and Friedel models, and found that the Friedel model 

provided the best agreement with data obtained for air and water flowing in 9.5 mm 

diameter tube. 

Bomman and Dukler (1994) determined empirically from data obtained for air with either, 

water, a 50% water and glycerine solution, or a 20 dyndcm water and surfactant mixture, 

the following relationship for 0.75 e <a> e 0.85: 

(14) 

This model is of a similar form as the Wallis model (1969) that has been used for normal 

gravity flow as well as in microgravity, but there is a signKicant discrepancy between the 

Wallis model, Equation 15, and Equation 14. 

f i  

fG 
Q> = - = 2.1 14 - 245.9(~~) 

(15) 

In addition, as the void fraction approaches unity,$ should approach& but this is clearly 

does not occur for Equation 14 but does occur far the Wallis model. Obviously, this also has 

implications for the flow regime transition modeling, since Dukler et al. (1988) uses the 

Wallis model in the development of the transition from slug to annular flow. 

f i  112 a, = -= 1 + 15q1-(a) ) 
f G  
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Those these comlations can provide estimates for the pressure loss in annular flow, there 

has been very little work regarding the fundamental physics. Bousman and McQuillen (1994) 

suggested that the total pressure drop for annular flow in a microgravity environment was 

not of the form found in Equation 9, which works well for bubble and slug flow, but consists 

of two portions: That due to the wall shear, W, and that due to droplet entrainment, E, in 

the gas core: 

Furthermore, they found as the liquid film thickness would decrease, so would the wall shear 

stress. A comparison between data obtained for water and water with a surfactant revealed 

that while the total pressure drop was relatively unaffected, the liquid film thickness was 

much smaller, and thus the wall shear stress, for the water-surfactant mixture. They 

theorized that for this mixture, droplet entrainment was responsible for a measurable portion 

of the liquid transport and pressure drop. However, this comparison assumes that there is an 

equal rates of droplet entrainment and deposition within the control volume of the liquid f h  

and there was no direct measure. Furthermore, while entrainment events, in the form of 

waves, were observed with the sensors, no droplet deposition events or impacts were 

observed. 

Conclusions 
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Several studies have reported the pressure drop for microgravity two-phase flows. 

Unfortunately, most of these studies has been consisted of analyzing experimental by curve 

fitting or comparison against standard normal gravity models. Valid mechanistic models 

need to be developed and verified experimentally in order to ascertain the effects of fluid 

properties tube geometries and the acceleration so that system can be developed over a wide 

variety of applications, including those in a lunar, Martian, and normal gravity 

environments. 

On the other hand, progress has been made with regards to prediction of pressure drop for 

bubble and slug flows, although there is still a significant amount of work required at low 

Reb The behavior of the liquid film in annular flow, in particular, the role of waves, and 

droplet entrainment and deposition needs to be further examined. 

HEAT TRANSFER COEFFICIENTS 

Determining the heat transfer coefficients is necessary to determine the size for heat 

exchangers. There are primary types of heat transfer coefficients: Condensation and 

evaporation heat transfer coefficients and boiling heat transfer coefficients. The difference 

between these type of heat transfer coefficients is the effect of the heat and mass tranfer on 

the thin liquid film. For the condensation and evaporation heat transfer coefficient, the heat 

is transferred through the flowing liquid f u  and the phase change occurs at the vapor 

liquid interface. 

26 



For the boiling heat transfer coefficient, the phase change occurs at the wall, and thus, the 

liquid layer adjacent to the solid heat transfer surface is perturbed by the nucleation and 

growth of a vapor region. This vapor region affects the distorts the flow within liquid layer 

since the liquid is a vapor source for the bubbles, condenses the vapor in the bubbles away 

from the heater surface, and also must either flow around the bubble or move it. Under 

certain situations, the vapor bubble may evolve into a large vapor film over the heater 

surface that has a much lower heat transfer coefficient than if liquid were present. 

As such, the behavior of the liquid layer adjacent to wall or heat transfer surface becomes 

the focus of predicting the heat transfer coefficients. Previous studies in microgravity two- 

phase flow have shown the presence of a liquid film on the waI1. Because of this, space 

system designers have focussed on dryout of that liquid film and eventual burnout of the 

tube wall being caused by excessive boiling or evaporation of the liquid film. As seen in 

Figure 7, this condition can also be obtained in microgravity because of the 

hydrodynamics. For some flow conditions in annular and slug flow, the liquid film slows 

and stops between the liquid slugs and roll waves. Actually, the liquid film is being 

stretched by the preceding slug or roll wave and then ruptures. Liquid is drained from the 

region by surface tension forces. Eventually, the area is rewetted by the next slug or roll 

wave. This periodic dryout can result in heating and quenching of localized areas of tube 

wall and eventually lead to failure of the tube wall. 
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Figure 7 

One limitation to obtaining heat transfer coefficient data has been the difficulty of 

obtaining that data using ground-based, low-gravity facilities. For relatively slow flow 

rates, it may take a significant time for the flow regime to transverse the distance from its 

point of origin, either a mixer or boiler, to the instrumented portion of the test section. 

Then, additional time is required to effect a change in the thermal state of the heater and 

reach a new steady-state. This must be accomplished within 20 seconds. 

A second problem that is encountered is the pooling and expulsion of vapor and liquid in 

various locations as the low-gravity experiment is transitioned from one acceleration level 

to another. Abdollahian et al. (1996) encountered this difficulty with their experiment 

within the boiling section. The flow direction was perpendicular to the direction of high-g 

acceleration encountered as the aircraft would begin its next trajectory. They suppositioned 

that the high-g’s resulted in flow stratification, and the upper surface SignifiGantly warming 

as the liquid fdm drained from the surface, thus also reduced the amount of vapor 

generation. Upon entering the low gravity portion of the trajectory, there was a significant 

increase in the vapor generation rate and pressure, as this warm dry section was rewetted 

and more surface became available for boiling. 

Nevertheless, data has been obtained for determining the two-phase heat transfer 

coefficients, both the condensation and evaporation heat transfer coefficients and the 
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boiling heat transfer coefficients. 

Condensation and Evap 

Hill and Best (1991) reported using a vapor-liqu 

coefficients for the same flowrates were less for 

gravity conditions. Their normal gravity data was obtained with their heat transfer sections 

being aligned horizontally, so as the liquid would condense on the top surfaces, the liquid 

would drain to the bottom, thus reducing the liquid f h  on the top surface and enhancing 

the heat transfer. 

m chat condensation heat trans 

conditions than normal 

A series of studies have been conducted by Rite and Rezkallah (1993)%, Rite and Rezkallah 

(1994)', Fore etal. (1996)%, Rite and Rezkallah (1997)n, and Fore et al. (1997)". In these 

studies, they used air as the gas phase and a subcooled liquid, such as water. They rely on 

determining the heat transfer coefficient by sensibly heating the liquid phase. They found 

that the heat transfer coefficient in microgravity conditions was less than for similar flow 

conditions in vertical upflow or downflow in normal gravity. The Nusselt Number, Nu, 

and, thus, the heat transfer coefficient was determined empirically from experimental data 

as a function of a two- 

conditions to the 
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resulting in very little mixing occwing within the phases. For bubble flow, this has been 

verified by the local velocity measurements made by Kamp et al. (1993)? In both annular 

and slug flow, visual observations have confumed that the liquid film on the wall will slow 

down, and sometimes stop, between the passage of liquid slugs and large disturbance 

waves. In vertical upflow, the liquid film is always moving. Until the shear forces of the 

phase in the core reach a sufficient level to overcome the buoyancy forces acting on the 

liquid film, the liquid film oscillates in its flow direction, up with the passage of large 

disturbances, such as slugs and large wave and down without these. This promotes mixing 

within the liquid layer adjacent to the wall. 

Boiling Heat Transfer 

Hill and Best (1991) reported a slight increase in the heat transfer coefficient between 

microgravity and normal gravity conditons. Abdollahian et al. (1996) reported only three 

data points for critical heat flux in a flow boiling system and did not draw any conclusions, 

but it is obviously from the data there were no order of magnitude differences betwen 

normal gravity and low gravity. 

Westbye et al. (1 995)30 conducted boiling heat transfer tests that consisted of quenching a 

hot tube with subcooled Freon-113. As the liquid encountered the hot tube, it would 

vaporize. Experiments were conducted with the tube oriented horizontally in normal 

gravity and in reduced-gravity. Vapor film boiling heat transfer coefficients were higher in 
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microgravity than in normal gravity due to the thicker vapor film around &e tube wall. 

However, when the boiling subsided, they found a decrease in the wall superheat for the 

boiling because of the higher heat transfer coefficient for the transition and nucleate boiling 

regimes. 

Lee et uL3' found similar increases in the boiling heat transfer coefficients in microgravity 

in a space-based experiment that also used Freon-113. This was for a pool boiling 

experiment and can be considered to a limiting case whereby the bulk liquid velocity 

approaches zero. 

Conclusions 

As was indicated earlier in the discussion of pressure drop, understanding the fundamental 

mechanisms is necessary in order to extend the predictive capability to other systems. This 

implies that the liquid layer at the wall and the relative mixing within the phases should 

receive attention. 

NON-STRAIGHT FLOW CONDUIT 

It is very possible that the majority of the pressure drop in space-based systems may occur 

within fittings as opposed to straight tubing. Although there may be some straight lengths 

of tubing that approach 1,000 UD ratios in some space-based systems, a significant amount 
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of the total system pressure loss will occur within fittings. It is still worthwhile to study 

straight-hibe pressure drop because of the uncertainty and because of the tendency to 

classify the pressure loss within a fitting as "equivalent pipe lengths." 

McQuiUen (1996)" examined visual data for both sudden expansions and contractions. 

Among the observations included the following: 

0 Sharp corners or edges can lead to dryout situations in the downstream portion of the 

fitting. 

0 Transition from the bubble to slug flow regime did not occur because of coalescence 

between radially-displaced bubbles, but from two other mechanisms. First, spherical 

bubbles with diameters greater than the contraction's diameter were squeezed into 

cylindrical bubbles. Second, If there were any bubbles that were immediately downstream 

of a cylindrical bubble as it entered the contraction, the trailing bubbles would catch up and 

coalescesce with the first bubble. This second effect has been seen in vertical up-flow in 

normal gravity and is attributed the lead cylindrical bubble having a much thinner liquid 

film around it which retards its motion in comparison to any trailing bubbles. 

0 For larger diameter ratio expansions, Dhw,JDw*,,-, the existance of a two-phase jet 

was possible, as in Figure 8. This effect was not seen with smaller diameter ratios 

Figure 8 

Jayawardena and McQuiUen (1996)33 flowed air and various liquids through a 12.7 mm. 
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sidearm splitting tee and set flow resistances on the two exit legs at different values. A 

separation of the gas and liquid phases in one of the exit legs was accomplished via a free 

vortex separator that is describe by Shoemaker and Schrage (1997)%, but there was still 

difficulty in obtaining a low gravity assessment of the liquid flowrate in the exit leg. 

Nevertheless, some important findings were made: 

The flow structures, such as slugs and waves, continued down the straight run with very 

little change in their spacing and velocity. 

Very little liquid flow down the sidearm branch came from the liquid film in the run of 

the tee, but from the liquid slugs and roll waves. 

0 There was a pressure recovery in both branches of the tee, similar to that of flow through 

an expansion. 

Keshock and Lin3’ are planning to conduct tests with an &-water flow through a helicoil 

length of tubing to ascertain the effect that the centrifugal action will place on the flow. 

While the amount of research that has 

plans to continue and expand this line of research. 

this area is very limited, there are 
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Bousrnan and Dukler (1993), Bowman (1995), conductance probes were used to determine 

the cross-sectional averaged void fraction 01. The cross-sectional averaged gas velocity, UC, 

was determined from flow visualization (Colin and Fabre, 1995) or by cross-correlating the 

signals from two pairs of wire probes positioned along the tube axis (Bousman and Dukler, 

1993). The measured values of gas velocities, UG, compare well to those calculated from the 

experimental void fraction (Colin and Fabre, 1995) VG = jG(a and the gas velocity is 

reasonably well predicted by the classical drift flux models (Zuber and Findlay, 196536): 

UG = Co(jG + jL), 1.1 < CO < 1.3 

In bubbly and slug flow in microgravity, the gas velocity is always greater than the liquid 

velocity, even in the absence of a driving force. Where does the drift come from in the 

absence of gravity? 

Local measurements carried out by Kamp (1 996) 37 in bubbly flow proved that the local drift 

between phases is negligible. The local liquid velocity, measured with a hot wire probe, is 

nearly the same as the local bubble velocity, measured with a double optical probe, as seen in 

Figure 9. However, the gas is mainly concentrated in the flow regions where the velocity is 

the greatest, i.e, at the tube axis (Figure 10). From the radial profies of void fraction and 

velocities and following Zuber and Findlay (1963, it is possible to calculate the value of CO. 

The values are in good agreement with those obtained with the conductance probes. 
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Figures 9 & 10 

The effect of spatial distribution demonstrates that there is an average drift in bubbly flow 

even if there is no local slip. Therefore, the key issue for bubbly flow is to determine why the 

bubbles are concentrated near the axis. The answer to this question requires local 

measurements of void fraction, liquid and gas velocities. 

As was previously mentioned, CO can be calculated for slug flow wing the same methods for 

bubbly flow. This was pointed out by Colin et al. (1991) based on their experiments in a 40 

mm diameter tube and was also confiied by the experiments in smaller tubes and by 

Bousman and Dukler (1993). In slug flow, the gas is mostly contained in the large cylindrical 

bubbles. Thus, it is acceptable to assume that U G ~ ,  where Vis the velocity of the cylindrical 

bubbles. The results show that the Nicklin et aL ( 1962Q8 relationship for turbulent flow 

V = 1.2(jL + j , )+ 0.35(gD)1’2 is valid also for CO at the limit of g 4 .  From the inviscid 

flow theory of Collins et aZ. ( 197q3’, CO is highly sensitive to the flow regime upstream of 

the cylindrical bubbles as in the following equation: 

C, =227 for la min ar flow 
log(ReL) + 0.089 for turbulent flow (17) c, = 
lOg(&L) - 0.74 
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In particular, its value is predicted to increase from 1.2 to 2.27 when the flow becomes 

laminar. In normal gravity flow, this behavior was clearly shown by Frechou (Fabre and 

L W ,  1992). 

Some additional experiments are thus necessary to determine the behavior of Co for ReL 

within the range 500-5,000. Indeed in this range, the laminar to turbulent transition -which 

must exist- is highly indicative of a modification of flow regime upstream the nose of the 

cylindrical bubble. An indication of the turbulence level could be obtained from a wall shear 

stress probe as was used by Bousman and McQuillen (1994) for annular flows. 

The repartition of the phases between the cylindrical bubbles and the liquid slugs is also of 

interest for slug flow and has not yet received a definitive answer so specific experiments 

need to be carried out. One question is whether the rate of occurrence of the long bubbles is 

dependent upon the entrance conditions at the mixer or not 

As was stated earlier, the liquid fdm and its interaction with the gas core in annular flow are 

significant with respect to both the pressure drop and heat transfer coefficients. Bousman 

(1995) measured film thickness using conductivity probes and cross-correlating signals to 

obtain velocities. Bousman and McQuillen (1994) found with five sets of probes placed at 

90" intervals around the circumference of the tube and 1 cm intervals axially. They found 

that for conditions aboard the aircraft during the low-gravity trajectory, not only was the 

substrate for the annular film symmetrical around the tube circumference, so were the large 
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The effect of surface te ity wee exam n 

(1994) through the use of water, a 50% water and glycerine mixture, and a water and 

surfactant mixture. The water and glycerine solution had the largest waves and liquid film 

thickness while the water and surfactant mixture had the least. They theorized that a 

reduction in surface tension and viscosity increased the droplet atomization from waves, thus 

transferring the amount of liquid being carried from the liquid film and waves to the gas 

core. 

Bousman (1995) found that the liquid wave was more symmetrical about itselfin the flow 

direction in microgravity than in a falling f h  in normal gravity. He also compared the 

microgravity data against relationships for liquid film thickness developed by KO*( 197 1)41 

and Henstock and Ha~atty(1976)~~ and had mixed results. Bousman (1995) empirically 

determined the following relationship. 

hl = = 0.265 Ret6% 
"L 

hL+ ensionless film thickness h is the actual film thickness. 

Conclusions 
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Void fraction and liquid film thickness measurement are possible by using several different 

techniques. As was pointed out earlier, careful measurement of these quantities are 

necessary to develop mechanistic models for the pressure drop and heat transfer 

coefficients. Unfortunately, the literature only consists of measurements that have been 

made for &-water and water mixtures. There is no reported data for refrigerant or other 

fluid systems in a microgravity environment. 

LOCAL CHARACTERISTICS OF BUBBLY FLOW 

The understanding of the dynamics of two-phase flows at microgravity requires an analysis 

of the local flows. The local structure of a bubbly pipe flow has been experimentally and 

theoretically investigated by Kamp (1996). This study examined two mains problems of 

bubble flow: The evolution of the bubble size along the pipe length due to coalescence, and 

the radial distribution of bubbles in the pipe. The repartition and the morphology of the 

bubbles control the momentum and heat transfer at the wall and between the phases. 

Kamp (1996) developed a criterion to determine the maximum bubble size that could be 

examined based on the acceleration levels by calculating the effect of a typical trajectory that 

can be classified as "bumpy" on the motion of a single 1 mm diameter bubble in a stagnant 

liquid. He determined that the drag (FD) and buoyancy forces (FA) played a greater 

influence on the bubble trajectory than the history (FH) and added m a s  (FMA) forces as 

shown in Figure 11. The added mass forces are those associated with the using 
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After integrating Equatio 

be very small compared to the pipe diameter D: 

9, the radial displacement z of the bubble is obtained and must 

He concluded that for go = 0.2 m/s and 0, = 2~0.3 rads, d2 ID has to be smaller than 

3x104m. Thus, in order to minimize the effect of typical aircraft acceleration transients on 

radial bubble motion, the bubble diameter could not be larger than 3 mm. 

Bubble Coalescence 

bubble velocity with the 9, 
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drainage time between approaching bubbles and the interaction time during bubble collisions. 

The transport equations for the interfacial area density and specific diameter are numerically 

solved with a one-dimensional approximation to yield the bubble size evolution along the 

pipe. The results show good agreement with previously obtained data (Colin, 1990u). From 

the bwbbly flow pictures, the probability density functions (pdf) of bubble diameters are 

determined, using image processing, at the inlet and outlet (800 downstream) sections of 

the tube. The pdf of the bubble diameters (d) are well fitted by a log-normal law (Kamp, 

1996). The log-normal distribution is defined by two parameters: a characteristic dm and a 

parameter indicating the width 6 : 

The predicted values of the dm, 3 as well as the Sauter mean diameters are plotted versus 

the measured values in Figure 12. Good agreement is achieved, except for the large bubble 

diameters (case E07, D03), where the model is no longer valid. 

After validation of the model by comparison with experimental data, it was used to predict 

the influence of the gas fraction, the bubble diameter at the pipe inlet and the liquid 

superficial velocity jL on the coalescence rate. Simulations were performed for the 

following range of the parameters: 0.2 m / s e jL e 2 m / s, o c 

0.5 mm e dm e 4 mm and C? = 0.25. The main results of the simulations are summarized 

as follows: 

0.15, 
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* The coalescence rate proves to be approximately proportional to the void fraction. 

* The residence time in the tube is an important parameter that must be taken into account in 

the comparison of data at different liquid flow rates. 

0 At constant residence times, the coalescence rate increases as the turbulence intensity 

increases due to an increase in collision rate. 

The bubble diameter at the inlet of the pipe is an important parameter for the evolution of 

the bubble size along the pipe. Since this effect is non-linear, the ratio between the bubble 

size and bubble size at the inlet is not a pertinent parameter. 

* The coalescence rate is very high for small bubbles, but gradually decreases along the pipe 

due to an increase in the bubble Weber number. This means that it might be possible to 

reach a steady state where the Weber number is of order 1 and no more collision takes 

place, at least if the transition to slug flow has not appeared yet. 

The coalescence rate in microgravity turbulent pipe flow is correctly predicted when the 

bubble size remains smaller than the integral length scale of turbulence @/4) and when the 

collision between bubbles are only turbulence-induced. This model is not yet able to predict 

the coalescence rate in small tube experiments. It should be extended to the prediction of the 

coalescence rate for larger bubbles in order to reach the transition to slug flow and should 

also take into account the collision between bubbles induced by the mean velocity gradient. 
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Radial Void Fraction Distribution 

The fmt local measurements in bubbly flow in microgravity have been carried out by Kamp 

et al. (1993) and compared to vertical up-flow and downflow. For a relevant comparison of 

the results, the bubble size had to be the same in the normal gravity and reduced-gravity 

experiments, so coalescence in microgravity was inhibited by adding a small amount of 

surfactant (Sodium Dodecyle Sulfate), Moreover, by reducing bubble size in mkrogravity, 

the influence of the residual buoyancy force compared to other surface forces is also 

reduced. Void fraction, bubble velocity and bubble size were measured by a double optical 

fiber probe and the velocity of the liquid phase by hot film anemometry. For bubbly flow, the 

radial void profile would peak near the center for reduced-gravity and normal gravity 

downflow; however, for normal gravity vertical upflow, the void would peak near the walls 

(Figure 10). The local measurement of liquid and gas velocity confirm the near zero value of 

the drift velocity reduced-gravity conditions (Figure 9). 

In normal gravity experiments, the void fraction distribution is mainly controlled by the lift 

force inducing void coring effect in downward flow and wall peaking in upward flow. The 

void coring in reduced-gravity is not clearly explained at the present time, and the local 

two-fluid models fail to predict the correct distribution. Until recently, classical two-fluid 

models were unable to predict correct void fraction distribution in microgravity flows. In the 
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absence of drift veloci lift 

motion of the bubbles is controlled by the added m 

effect should be attributed to the turbulence of the 

on the bubbles. 

ConcIusions 

Tracking the motion of a single bubble in a pipe at microgravity conditions, either 

experimentally or numerically, would be helpful to understand the void coring effect. On 

the other hand, the experimental analysis of the local distributions of velocity and void are 

also of great help. 

The techniques to mbasure liquid droplet velocity and size distribtuions in annular flow has 

been developed in normal gravity, but these techniques now need to be conducted in 

microgravity in order to study droplet dynamics during the entrainment and deposition 

process. 

CONCLUSION 

transfer coefficients and system stability, As a result, dveral studies have been 
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conducted concerning flow pattern transitions and, pressure drop and heat transfer 

coefficients. 

While there has been a signifiGant amount of work that has been undertaken, the 

development of mechanistic models has been limited thus limiting the extension of this data 

to other applications that could include differences in fluid properties, tube geometry and 

acceleration levels. The development of mechanistic models and the use of the microgravity 

environment as a research tool can be used to effectively develop a better understanding of 

the behavior of gas-liquid flows in normal gravity as well. 

In particular, models need to be developed that address the effect of gravity, from vertical 

up-flow through microgravity to vertical down-flow, on turbulence for bubble flow, the flow 

Within the liquid frlm in both slug and annular flow, the flow within liquid slugs, the structure 

of waves and their role in droplet formation, and the behavior of droplets in annular flow. 

Local measurements of phase velocities and voids, slug and roll wave velocities, void and 

frlm thickness are required in order to develop these models. 
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Figure 2: Normal Gravity Horizontal Flow Regimes 
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Figure 4: Wall Friction Factors f~ in Bubbly Flow (Colin, et aZ., 1996) 
0-gflowO D=6mm, 0 DdOnun, h D=19mm, H D=l2.71nm,~ D=4Omm 

single-phase flow: + D=6 mm - h10 mm - -19 mm u 1-1 Blasius, - Poiseuille relationship 
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Figure 5: Wall Friction Factors f~ in Slug Flow (Colin, et al ,  1996) 

0-g flow o D=6 mm, 0 D=10 mm, A D=19 mm, B D=12.7 mm, 0 D=40 mm 
single-phase Bow: + D=6 mm - D:10 mm - D=19 rnm 

1-1 Blasius, - Poiseuille relationship 
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Figure 6: Unit Cell Concept for Slug Flow 
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Figure 7: Liquid Film Rupture and Drainage in Microgravity at x = 315 Marker 
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Figure 8: Flow through a sudden expansion 

a - 3/4 diameter ratio, b- 3/8 diameter ratio 
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Figure 9: Gas and Liquid Velocity Distribution in Microgravity (Kamp, 1996) 
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Figure 1 0  Radial Void Fractlon Distributions (Kamp, 1996) 
o Microgravity 
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Figure 11: Acceleration Levels and Forces Acting on a Bubble During a Typical 
Trajectory (Kamp, 1996) 
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Figure 1 2  Measured and Predicted Medians, Distribution Widths and Sauter 
Diameters (Kamp, 1996) 
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